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The Cancer Genome Atlas

“ … a comprehensive and coordinated effort to accelerate our understanding of the molecular basis of 
cancer through the application of genome analysis technologies, including large-scale genome sequencing”
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• Tissue Processing
• High-quality sample prep, de-identified clinical data, imaging

• Research and Discovery
• Genome sequencing & characterization centers
• Genome data analysis centers

• Data Sharing
• Public data repositories
• open-access and controlled-access tiers



ISB Genome Data Analysis Center



The Challenge of Big Data

Big Data: Astronomical or Genomical? Stephens et al,   PLOS Biology,  July 2015
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NCI Cancer Genomics Cloud Pilots

Bringing data and computation together to create knowledge
that accelerates cancer research and enables precision medicine

• Goals:
• Explore innovative methods for accessing and computing on genomic data

• Democratize access to NCI-generated data sets

• Cost-effective computational support to the cancer research community

• Timeline:
• 2015:  Design and Build

• 2016:  Community Evaluation

Source: https://cbiit.nci.nih.gov/ncip/nci-cancer-genomics-cloud-pilots

https://cbiit.nci.nih.gov/ncip/nci-cancer-genomics-cloud-pilots
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Cloud Paradigm Shift(s)

• Move data and existing pipelines to the cloud
– all researchers access a single copy of the data

– compute-power is “near” the data

– pay only for minutes used

– everyone saves time, money, and bandwidth

• Cloud-aware computing
– rethink/redevelop approaches to fully leverage the power of the cloud

– massively parallel, bursty, opportunistic computing



… is to make TCGA data, together with tools and 
compute-power, available and accessible to a broad 
range of users using multiple access modes:

 interactive web application

 scripting languages: R, Python, SQL

 direct programmatic access

Our Mission



Our Approach:  build an open platform that can grow and evolve 
to satisfy a broad range of users and use-cases
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Data as a Service

Phase 1
• Low-level sequence and SNP data as files in Cloud Storage
• High-level data and annotations as tables in BigQuery

Phase 2
• Low-level sequence data in Google Genomics
• Variant calls in Google Genomics and BigQuery



TCGA Data in the Cloud

Google Cloud Storage

1 PB
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• Clinical & Biospecimen information
• Molelcular data

• mRNA, miRNA, protein expression
• DNA copy-number
• DNA methlyation
• Somatic mutations

• Reference data
• Gencode, miRBase, miRTarBase, Kaviar
• 450K DNA methylation annotation

• Other Data
• CCLE 
• <your data here>
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Web access for the PI / Biologist:



custom, interactive cohort definition



Interactive data visualizations:
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SQL

Python, R, and SQL for the 
Computational Scientist:





SQL



SQL





Your own Google Cloud Project, 

with automatic access to:

• Cloud Storage

• BigQuery

• Google Genomics

• Compute Engine

• Container Engine

• Cloud Dataflow

Programmatic access for the 
Algorithm Developer:



Cloud Endpoints API (backed by App Engine)
• authenticate from the command-line
• make requests to Endpoints API, eg:

- get list of my cohorts
- get cohort details
- save a new cohort
- get list of data files

The ISB-CGC API provides programmatic access to 
the same functionality as the web-app and more:



Workflows & Pipelines on VM Clusters

• Grid Engine / Elasticluster
– use ISB-CGC API combined with Grid Engine running on a Compute Engine 

(GCE) cluster

• Common Workflow Language (CWL)
– provision and configure GCE VM for use with CWL
– create and run CWL workflows

• Kubernetes + GKE (Container Engine)
– command line interface for launching containerized workflows

• Google  Genomics “Pipelines API”
– released in February
– Docker-based
– encapsulates VM-provisioning and data-staging
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